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Abstract—Pedestrian dead reckoning (PDR) is an inertial nav-
igation system that relies on smartphone sensors for estimating
a pedestrian’s step movements. However, such systems suffer
from poor accuracy due to the drift and inherent noise in sen-
sor readings. In addition, step size variation among pedestrians
and device heterogeneity pose further challenges for building
a scalable PDR system that can provide uniform performance
across various devices and a diverse range of users. Visible
light positioning (VLP), which uses LED lights with visible light
communication (VLC) capability to provide high-accuracy local-
ization, can achieve precision of a few cm. However, VLP systems
suffer from practical limitations due to occasional line-of-sight
(LOS) blockage and the sparse density of lighting in large-scale
indoor venues. In this work, we propose a light-assisted dead
reckoning (LiDR) system, which aims to address the problems
of both VLP and PDR. It uses LED lighting as high-accuracy
location landmarks to provide regular calibration for the PDR
and estimates the individual pedestrians’ step size for increased
accuracy. In addition, a light-shape-based heading angle correc-
tion algorithm is proposed to reduce the heading angle error
and further improve the accuracy. The system is implemented
as an Android-based navigation application, with a digital map
and cloud-based backend storage for location, device, and user-
specific parameters. The real-time performance of the system
is evaluated in a 450-m2 lab and on a 150-m walking track.
The experimental results demonstrate that with a maximum light
spacing of 15 m, an overall average accuracy of < 0.7 m can be
achieved for the whole system.

Index Terms—Indoor positioning, optical camera communi-
cation (OCC), pedestrian dead reckoning (PDR), smartphones,
visible light communication (VLC).
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I. INTRODUCTION

H IGH-ACCURACY indoor navigation is important for a
wide range of futuristic Internet of Things (IoT) appli-

cations for consumers and industry [1]. For instance, indoor
positioning systems (IPSs) are the principal component of
intelligent location-based services (LBSs) in smart cities, for
deployment in locations, such as airports, train stations, shop-
ping malls, and hospitals, and with target applications that
include navigation, asset tracking, workforce management, and
location-based emergency response and automation. However,
with the global positioning system (GPS) as the only use-
able outdoors, there is no single positioning technology that
can work indoors with acceptable accuracy, pervasiveness, and
affordable implementation cost.

Pedestrian dead reckoning (PDR), which relies on the built-
in sensors of smartphones, is a key component of nearly every
indoor positioning technology, as it does not require any infras-
tructure other than a smartphone [2], [3]. However, since PDR
relies on estimating positions based on step count, its accu-
racy relies on the correct estimation of pedestrian step size
and heading direction, which are both challenging to estimate
correctly. Step size estimation suffers due to variation in pedes-
trians’ step sizes and walking patterns. Meanwhile, the heading
direction is usually estimated via the built-in smartphone com-
pass that relies on a magnetometer and accelerometer and
suffers from errors due to its sensitivity to buildings’ metallic
structure and nearby metallic objects and electrical appliances.
Therefore, PDR positioning accumulates error with every step
and must be calibrated using other IPS technologies, such
as WiFi [4]–[7], Bluetooth [8], [9], geomagnetics [10], [11],
acoustics [12], or sensor-based landmark detection [13].

The problem is that these other IPS technologies and land-
marks themselves lack accuracy and precision. For instance,
RF-based solutions suffer from multipath effects and shadow-
ing in indoor environments, which lead to poor accuracy and
stability [14], [15]. In addition, these systems are not suitable
for deployment in sensitive environments due to severe elec-
tromagnetic interference and health concerns [16]. Meanwhile,
WiFi-, geomagnetic-, and landmark-based solutions are sensi-
tive to the changing indoor environment and hence require
regular site surveying for fingerprint and landmark updating
in order to maintain acceptable accuracy. Hence, when PDR is
combined with these IPSs, the position can only be corrected
up to the baseline accuracy of the employed IPS, while key
issues related to step length, heading angle, and pedestrian and
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Fig. 1. Complementary advantages and limitations of VLP and PDR.

device heterogeneity are either left unresolved or are solved
using other computationally complex methods [13], [17]–[19].
Therefore, in order to realize cm-level accuracy for pervasive
indoor applications, a cm-level baseline IPS technology must
be employed.

Visible light communication (VLC), which uses ordinary
LED lighting to broadcast information is a promising tech-
nology for providing data communication and indoor posi-
tioning for IoT applications [20], [21]. Thanks to their low-
cost, energy efficiency, and reliability, LEDs continue to be
widely used in applications including lighting, display, and
signage [22], creating opportunities for VLC deployment in a
wide range of IoT applications [23]–[25]. Furthermore, thanks
to the rolling shutter effect of CMOS image sensors, VLC can
be made ubiquitously available in consumer smartphones using
optical camera communication (OCC) [26], [27]. The accuracy
of OCC-based visible light positioning (VLP) systems can be
as high as a few cm [28]–[31].

However, VLP systems have an inherent drawback due to
the line-of-sight (LOS) property of VLC. They require that
the light must be received by the smartphone camera at all
times, but this is not possible in practical scenarios for several
reasons. First, the lighting density is determined based on the
illumination requirements in the area and follow a standard,
for instance, EN 12464 [32]. Therefore, it is not practical to
install more LEDs in an area than required. To achieve opti-
mum lux levels indoors, the spacing required between adjacent
lights is usually larger than the smartphone camera’s Field of
View (FoV), leading to occasional blind spots in the camera
view during walking. In addition, areas, such as hallways and
corridors, have much lower illumination requirements, leav-
ing a distance of several footsteps between adjacent lighting
fixtures. Second, in large-scale public venues, it may not be
feasible to enable VLC in all lighting fixtures due to cost and
logistics requirements, leaving fewer lights for VLP. Therefore,
it is imperative that VLP be combined with PDR for unin-
terrupted coverage. At the same time, high-accuracy VLP is
ideal for resolving the above-discussed challenges associated
with PDR. This complementary nature of the advantages and
limitations of PDR and VLP is illustrated in Fig. 1.

A few prior works have proposed to combine VLP with
PDR to extend the coverage of IPSs [21], [33]–[35]. However,
these works merely employ VLP as landmark to correct the
accumulated position error of PDR, without addressing the

key challenges of PDR, which include step length estimation,
heading error correction, user diversity, and device hetero-
geneity. In this work, we propose to use high-accuracy VLP
to not only correct the PDR accumulated error but also to
calibrate the step size and heading direction of pedestrians
while addressing the sensor inaccuracy, user diversity, and
device dependency issues, without using any map constraints
or sensor-based landmarks as proposed in previous works.
We implement our algorithm as a complete indoor naviga-
tion application with a digital map to measure the real-time
performance of our proposed solution.

Our contributions are summarized as follows.
1) We design light-assisted dead reckoning (LiDR), a PDR-

based IPS that uses VLP for pedestrian step length esti-
mation and heading angle calibration while addressing
the device heterogeneity and user diversity challenges
of PDR.

2) We propose a method that uses the high-accuracy VLP
positioning signal from a single LED source to instan-
taneously estimate pedestrian step length while passing
under the light.

3) We propose an algorithm to correct the heading angle
error of PDR by utilizing the geometrical features of the
LED lighting shape.

4) We describe the system architecture for implementing
our proposed system on an Android-based indoor navi-
gation application with a digital map-based frontend and
cloud-based backend server containing user-, device-,
and light-specific parameters. We demonstrate the real-
time performance of our application in a 15 × 30 m2

experimental lab, achieving < 0.7-m precision.
The remainder of this article is organized as follows.

Section II presents the relevant literature review. The design
methodology and implementation details are discussed in
Section III, and experimental results and discussions are
presented in Section IV. Finally, a conclusion is drawn in
Section V.

II. RELATED WORK

In this section, related works on PDR step length estimation
and heading angle calibration are presented first, followed by a
review of works on the use of VLP with PDR. A summary of
these works along with their limitations is presented in Table I.

A. Step Length Estimation

Step length can be estimated either using direct acceleration
integration or through indirect methods such as biomechani-
cal models or statistical methods [17]. Direct methods require
double integration of acceleration to find displacement, which
results in sensor error being integrated and causing large
deviation in measurements [17], [36].

Biomechanical methods rely on modeling the direct
relationship between acceleration and step length. For
instance, [37] proposed to use the mean of the acceleration in
each step to calculate step length. Similarly, [38] determined
the step length based on the cyclic nature of walking by mea-
suring the arms’ swing. Weinberg’s model [39] is popular for
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TABLE I
PDR CHALLENGES, RELATED WORKS, AND THEIR LIMITATIONS

hand-held smartphones, estimating step length based on the
maximum and minimum peaks of vertical acceleration, and it
has been shown to perform well in smartphone-based PDR [2].

Context-based methods [40], [41] and regression-based
methods [42] rely on probabilistic estimation of walking pat-
terns and smartphone carrying state, based on feature extrac-
tion from sensor data. However, a wrong estimation of context
or carrying state could lead to large errors in step length
estimation, as it is not possible to accurately model the diver-
sity of walking patterns and smartphone carrying states of
pedestrians.

The use of neural network-based methods for step length
estimation has also been proposed in [43] and [44]. However,
these methods are expensive in both implementation complex-
ity and hardware requirements.

The use of optical flow for estimating the step length of
pedestrians using the backside camera of a smartphone was
proposed in [18]. However, this method involves complex
image processing and is not suitable for VLP systems that
utilize the frontside camera and ceiling-mounted lights.

The aforementioned methods focus only on solving a
generic model to be applied to pedestrians, without taking
into consideration the device heterogeneity or the diversity
in human walking patterns. Recently, a neural network-based
personalized step length estimation method [45] that addresses
the heterogeneity of pedestrian step length via online learn-
ing was proposed. However, this method requires magnetic
fingerprint-based map matching, which makes the computation
heavy on the edge device. In addition, neural network-based
online methods require additional computation power on the

cloud side, making the whole system very complex and costly
to implement. In contrast, our proposed system can instanta-
neously estimate the step length of a pedestrian walking under
VLC-modulated lights without relying on any computationally
complex trajectory mapping or neural networks.

B. Heading Angle Estimation

In addition to the wrong step size, the other major source of
error in PDR navigation systems is the heading angle, which is
primarily due to the sensitivity of the smartphone compass to
magnetic distortions caused by building structures and nearby
metallic objects in indoor environments. The proposed solu-
tions in the literature generally aim at solving this problem
by either using only the smartphone’s built-in sensors to mit-
igate the effects of magnetic distortions or using map- and
trajectory-based heading correction methods.

Several methods rely only on using sensor data to find the
heading direction. For instance, [2] proposed to alternatively
use a magnetometer or gyroscope to avoid magnetic distur-
bances at the corners while turning 90◦. WalkCompass [19]
combines data from the smartphone’s inertial sensors to
minimize the magnetic interference and corrects the head-
ing direction error by up to 8◦ of accuracy. In [46], an
experimental heuristic approach for determining the heading
of the user without using magnetometers was proposed. It
uses an experimentally determined threshold for each user.
Similarly, [47] used a normalized gravity vector from a smart-
phone rotation vector sensor within one step to obtain the
heading direction during various smartphone carrying modes.
Wang et al. [48] proposed to use multihead convolutional
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TABLE II
COMPARISON OF RELATED WORKS ON USING VLP WITH PDR

neural networks (CNNs) to identify the walking pattern of
pedestrians and used the principal component analysis (PCA)
approach with a gyroscope-based relative heading.

Map-aided heading correction relies on identifying paths
on corridors, matching pedestrian trajectories with navigation
paths and avoiding wall crossovers [13], [49]. Gu et al. [13]
proposed to correct the heading by constraining the user’s
location between two landmarks in a straight corridor for
calibration, followed by gyroscope-only heading estimation.
Similarly, [50] proposed to correct the heading error in PDR
using a position estimate acquired through WiFi RSSI using
linear regression while the user is walking in a straight line.
In [51], an indoor–outdoor positioning system using crowd-
sensing data was proposed, where the heading error is cor-
rected by matching the PDR traces during the indoor–outdoor
transition based on detecting landmarks at the gate.

The limitation of all of the above methods is that they rely
either on using sensor fusion to identify the heading direction
or pedestrian trajectory matching on a map, which makes the
methods computationally complex and only applicable in cer-
tain locations. On the other hand, our proposed method uses
light geometry to instantaneously calibrate the heading while
the pedestrian is walking under VLC-modulated lights, at a
comparatively lower computational cost.

C. VLP With PDR

The proposed use of PDR with VLP in the literature has
been primarily aimed at eliminating the LOS blockage and
extending the coverage. In [33], an RSS-based VLP system
was fused with a foot-mounted PDR device. However, the
system was tested in an impractically small area of less
than 3 m × 3 m with a high density of seven VLC lights.
A smartphone-based high-accuracy VLP system with PDR
was proposed in [34]. However, the scope of the experiment
was limited to a straight corridor with large heading errors
in PDR on the return path. In [35], OCC-based light ID
detection was used to correct PDR error within a predefined
radius of the LED coverage area without realizing high-
precision VLP. Similarly, [21] proposed a simulation model

for VLC RSSI-based positioning combined with PDR for
locating photodiode (PD)-based receiving devices. Although
their simulation results claimed a high accuracy of 4.3 cm,
the lack of experimental verification and requirement of a
PD-based receiver makes it unsuitable for practical consumer
smartphone-based IPS deployment.

In addition to the lack of practical deployment considera-
tions and limited experimental verification, the aforementioned
works use VLP as a PDR calibration tool without addressing
the practical limitations of PDR. On the other hand, our focus
is on using VLP to resolve limitations, including step length
differences, heading angle error, device heterogeneity, and user
diversity. The contribution of our work in comparison to the
aforementioned literature is illustrated in Table II.

According to the above summary of related works, the
essential advantages of LiDR lie in its scalable approach in
comparison to existing methods, making it ready for practi-
cal deployment. The three key comparative advantages are the
following. First, the step size estimation can be enabled for
any number of heterogeneous users and smartphones with-
out any pretraining or postdeployment maintenance. Second,
the heading angle can be corrected, without any map con-
straints or sensor fusion, at a very low additional computation
cost. Finally, LiDR can be implemented as an indoor nav-
igation application with real-time performance on ordinary
smartphones.

III. METHODOLOGY

In this section, we first present the overview of the whole
system by briefly introducing all the key components, followed
by detailed description of each algorithm, including, VLP, dead
reckoning, step length estimation, and heading angle correc-
tion. Finally, we present the software application architecture
to describe integration of all components.

A. System Overview

The system architecture of LiDR is shown in Fig. 2,
where a person is shown walking with a smartphone under
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Fig. 2. System overview. Combined usage of image sensor-based VLP and PDR with cloud-controlled backend database to provide high-accuracy indoor
localization.

VLC-modulated smart LED lights transmitting unique iden-
tifiers (IDs). As the person passes under an LED light, his
position, orientation, and walking step length are calibrated
via high-accuracy image sensor-based VLP, but when the per-
son is walking in between the lights, such that there is no
light seen by the smartphone camera, PDR is used to estimate
his location. The light configuration information including,
light ID, location in the building, and orientation, is stored
in the cloud along with the building’s digital map database.
The PDR- and VLP-related device-specific parameters are also
stored and continuously updated in the cloud for later access
and sharing among users and devices.

B. Dead Reckoning

There are several ways of tracking smartphone accelera-
tion to detect pedestrian steps, which involve detecting the
smartphone holding state and pedestrians’ walking mode [52].
In this work, we will primarily focus on the case where the
user is actively navigating while holding the phone in hand,
and looking at the screen. Therefore, we choose to use the
vertical acceleration for step detection [2]. Since the smart-
phone is likely to be held at a slightly tilted angle in this case,
as illustrated in Fig. 3, the smartphone’s pitch angle needs
to be considered to effectively extract the vertical accelera-
tion component from the y- and z-axis of acceleration. The
smartphone’s 3-D acceleration w.r.t the world frame accw is

Fig. 3. Vertical acceleration waveform and smartphone holding state while
walking.

given as

accW = Rx,y,z ∗ accx,y,z (1)

where Rx,y,z is the 3-D rotation matrix of the smartphone w.r.t
to the world reference frame and accx,y,z is the 3-D accel-
eration w.r.t the smartphone’s reference frame. The vertical
acceleration component accv can be extracted as

⎡
⎣

accx

accy

accv

⎤
⎦ = RzRyRx ∗

⎡
⎣

accx

accy

accz

⎤
⎦. (2)

However, if we only consider the smartphone’s tilt angle
around the x-axis, i.e., pitch angle, we can simplify it as
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follows:⎡
⎣

accx

accy

accv

⎤
⎦ = Rx ∗

⎡
⎣

accx

accy

accz

⎤
⎦ (3)

⎡
⎣

accx

accy

accv

⎤
⎦ =

⎡
⎣

1 0 0
0 −cos θx sin θx

0 sin θx cos θx

⎤
⎦ ∗

⎡
⎣

accx

accy

accz

⎤
⎦ (4)

which leads to the following expression:

accv = accy sin θx + acczcos θx. (5)

However, the accelerometer data can have both noise and
multiple spikes due to differences in the walking patterns of the
pedestrians. Therefore, in order to suppress the spikes, we must
apply a low pass filter on the accelerometer data with a cut off
frequency of 2.5 Hz, which is assumed to be the maximum
walking step rate of a pedestrian in normal circumstances. The
employed filter is a moving average-based attenuator with the
output expression given as follows:

yt =
{

xt, t = 1
xtαt + (αt − 1)yt−1, t > 1

(6)

The attenuation factor α is calculated as follows:

αt = (τ t − τt−1 )/
[
T + (τ t − τt−1 )

]
(7)

where τt and τt−1 represent the system clock at instance t
and t − 1, respectively, and T is the time constant of the
filter. The filtered vertical acceleration waveform is shown
in Fig. 3.

The step detection is performed by tracking the positive
and negative peaks of vertically filtered accelerations, here-
after, referred to as peaks and valleys. In order to ensure
the peaks and valleys belong to a valid step, we ensure that
the difference between the peak and valley is greater than a
threshold and the time difference between the last and cur-
rent step is no more than the period of the maximum walking
step frequency (WFmax). The step condition is shown in the
following equation:

tstep
k =

{
t

∣∣∣∣∣

(
at=tpeak − at=tvalley

)
> εstep(

t − tstep
k−1

)
> 1/WFmax

}
(8)

where tstep
k is the time of the kth step, εstep is the peak to valley

threshold, at=tpeak and at=tvalley represent the peak and valley
accelerations, respectively, and are defined in the following
equations:

tpeak = {
t
∣∣ at > at+1 , at > at−i, 1 ≤ i ≤ np

}
(9)

tvalley = {t | at < at+1 , at < at−i, 1 ≤ i ≤ nv }. (10)

We set np = 2 and nv = 1, respectively. The walking
frequency WF is calculated as follows:

WF = N/

N∑
k=2

(
tstep
k − tstep

k−1

)
(11)

where N = 5 to consider only the five most recent steps
to continuously adapt to the changing walking speed of the
pedestrian.

Fig. 4. Comparison of accelerometer waveform recorded from various
Android devices.

In order to consider the impact of device diversity on step
detection, we conducted an experiment to compare accelerom-
eter waveforms on four different models and brands of smart-
phones. The data were collected while simultaneously holding
all the smartphones in the hand to ensure every device would
experience the same acceleration, as shown in Fig. 4. The
comparison shows that the waveforms of all the devices are
nearly identical, except minor differences in amplitude, with
the Samsung smartphone recording the largest amplitude while
the Oppo device had the smallest amplitude among the four
devices. These results indicate that the PDR detection algo-
rithm can perform identically on these smartphones if the step
detection thresholds are tuned according to the relative acceler-
ation amplitude of each device. Therefore, in order to address
these variations, we use a variable step detection threshold
εstep defined as follows:

εstep =
∑k−N

k

(
a

t=tpeak
k

− a
t=tvalley

k

)

2N
. (12)

Here, N = 5 is kept the same as in (11).

C. Visible Light Positioning

Very high-accuracy VLP can be realized using OCC. With
the light ID being detected via OCC, the relative position
between the smartphone and the LED light can be calculated
via the angle of arrival based on the camera’s projective geom-
etry. Fig. 5 shows the basic principle for VLP via the camera’s
projection, which is given as

pc = C[R|T ] Pw (13)

where pc is a point’s coordinates on an image, with its real-
world coordinates being Pw, C is the camera intrinsic matrix
and is found through camera calibration, and R and T are the
rotation and translation matrices of the smartphone, respec-
tively. R is calculated by the smartphone gyroscope and is
available through the Android sensor API. T determines the
real-world location of the smartphone w.r.t to the point Pw.
The equation can be rewritten as

s

⎡
⎣

u
v
1

⎤
⎦ =

⎡
⎣

fx 0 cx

0 fy cy

0 0 1

⎤
⎦ [R|T ]

⎡
⎢⎢⎣

X
Y
Z
1

⎤
⎥⎥⎦. (14)

Here, s is the scaling factor of image point’s homoge-
nous coordinates. For VLP, the real-world position of the
center of the LED is known. Therefore, if we know the
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(a) (b)

Fig. 5. Visible light positioning using optical camera communication:
(a) image capture, (b) processing steps.

(a) (b)

Fig. 6. Step size estimation via partially blocked FoV during pedestrian
walking. (a) Position tracking during effective FoV. (b) FoV and height of
ceiling.

center coordinates of the LED’s projection on the image (u, v),
we can solve (14) for T to find the relative position of the
smartphone w.r.t the LED’s center.

D. Step-Length Estimation

Step-length estimation via VLP requires the smartphone
camera to see the LED light continuously for a period of at
least twice the step rate, such that the position at the start and
end of the step can be detected to measure the step length accu-
rately. Therefore, the wider the FoV of the smartphone camera,
the more reliable the step length estimate will be. The available
FoV of the camera is dependent on the height of the ceiling,
which is fixed for a particular indoor venue. For instance, in a
venue with a ceiling height of 2.7 m, an average-height pedes-
trian holds the smartphone at about 1.5 m from the ceiling,
which will give a coverage range of 2 m for a typical front
camera FoV of 67◦, as shown in Fig. 6(b). However, as shown
in Fig. 7, while the person is holding the phone in front of his
body, half of the FoV is blocked by the person’s own head,
which can reduce the effective FoV. In addition, the natural
holding position of the smartphone is slightly tilted to allow

(a) (b)

Fig. 7. Front camera view with its corresponding low-exposure image cap-
tured while the pedestrian is walking under the light and holding the phone
in front, at two instances. (a) Time = t. (b) Time = t + 300 ms.

Fig. 8. Using VLP for measuring step size of a pedestrian.

the person to see the full face of the screen while walking,
which results in a pitch angle, it can be up to 30◦ or higher.
This leads to an even smaller FoV and thus, can reduce the
range over which the step length can be estimated.

We conducted an experiment by having a pedestrian carry
an Android smartphone (Huawei P30 pro) with a FoV of 67◦
and walk under a 2.7-m high ceiling light, and recorded the
results, as shown in Fig. 6(a). The measurements show that
the effective area of 2 m FoV is reduced to 0.8 m with only
1 step recorded during that interval. This leads to an impor-
tant conclusion that it is not feasible to directly estimate the
step size by measuring the VLP distance traveled during the
two consecutive step detection peaks. Instead, a more reliable
approach is to measure the walking speed of the person and
use the step rate to determine the step length.

The concept of using VLP to measure the step length of
the pedestrian is presented in Fig. 8. When a pedestrian passes
under the light while holding the smartphone, his position can
be tracked using VLP with high accuracy (∼10 cm) and a
fast update rate of up to 30 frames/s for a period of time tv,
while the smartphone camera can see the light. The distance
traveled during this period (dv) can then be used to calculate
the walking speed of the pedestrian. With the information of
the step interval available, the step length of the pedestrian
can be estimated by the product of the walking speed and step
interval. The location tracked by the VLP at time t is given as

LocVLC
t = (xt, yt). (15)

The walking speed WSt of the pedestrian can be measured
using the first and last VLP location of the recent consecutive
VLP location outputs, which is given as
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(a) (b)

(c) (d)

Fig. 9. Rectangular lighting at commercial and industrial venues. (a) Office.
(b) Warehouse. (c) Metrostation. (d) Supermarket.

WSt = d
(
LocVLC

1 , LocVLC
N

)

tk=N − tk=1

∣∣∣∣∣t > (tk=N + 2�tVLC) (16)

where �tVLC is the VLP location output rate and LocVLC
N is

the last VLP location captured by the smartphone camera. The
step length can then be found as

Step Size = WSt

WFt
. (17)

The walking speed and step size of a pedestrian can vary
as they walk out of the VLP coverage area and before they
arrive under the next light for recalibration. Therefore, we can
employ Weingberg’s [39] acceleration amplitude-based step
size estimation equation to extract the subject-dependent con-
stant from the measured step size in (17). Weingberg’s step
size estimation equation is given as

Step Size = k 4
√(

at=tpeak − at=tvalley

)
. (18)

With our predetermined step size, we can find k as follows:

k =
√

(xN−x1)
2+(yN−y1)

2

tk=N−tk=1

4
√(

at=tpeak − at=tvalley

) . (19)

According to the experimentation performed in [53], the
distance measurement accuracy of Weinberg’s model is less
than 1 m for a distance of up to 10 m. Therefore, if a VLC
light is available every 10 m, the target accuracy of < 1 m
can be achieved.

E. Heading Angle Correction

Heading angle correction is a very challenging problem
to solve for accurate PDR as the smartphone’s compass can
be easily influenced by the building’s structure and nearby
metal. However, with image sensor-based VLP being used
for accurate positioning, the heading angle calibration can
also be performed simultaneously using the geometry of the
LED light.

Since the majority of the lighting used at commercial and
industrial venues are in a rectangular shape, as shown in Fig. 9,

(a)

(b)

Fig. 10. Heading angle estimation from rectangular light shape.
(a) Measuring the real-world orientation and size of light. (b) Calculating
the corner angles of light.

it makes intuitive sense that light shape can be utilized for
precise estimation of the heading of pedestrians while they are
passing under the light. In addition, since the image processing
and signal decoding is already being performed for the location
estimate of the pedestrian, the heading angle correction can be
incorporated into the algorithm at a relatively low additional
computational cost.

The algorithm relies on the lights’ geometry and installation
orientation information, which can be stored in the building’s
map database and can be made available through the cloud.
The width (W) and length (L) determine the shape of the rect-
angle, whereas the angle θL specifies the compass orientation
along the longer dimension of the rectangle. It is important to
note that both square-shaped light panels and tube lights are a
special case of a rectangular shape, with W = L and W << L,
respectively. Since the order of the corners from the detected
image cannot be determined absolutely, the algorithm is only
used to correct the heading angle to the true orientation of
the nearest corner, as explained below. The steps involved in
angle correction are described as follows.

1) Setting up Light Configuration Database: Geometry-
based angle correction requires the light’s shape and orienta-
tion information to be preloaded in the database. As in Fig. 10
(a), for each light, the database must hold its light ID, width
(W), length (L), and installation orientation (θL) along the
longer dimension, i.e., L given in degrees from the north.

2) Orientation of Corners: Based on a light’s orientation
θL, we can find the orientation of each corner from the center,
as shown in Fig. 10 (b). If the orientation angle for the light’s
ith corner is denoted as θC

i , then the four corner angles of a
rectangular light can be calculated as

θC
i =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

θL + arctan W
L , i = 1

θL + arctan W
L + 2arctan L

W , i = 2

θL − arctan W
L − 2arctan L

W , i = 3

θL − arctan W
L , i = 4.

(20)
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(a) (b) (c) (d)

Fig. 11. Image processing steps for heading angle correction. (a) Grayscale converted image of a square downlight LED panel. (b) Corner and median
detection. (c) Corner angles w.r.t to smartphone axis. (d) Estimated world orientation of corners and smartphone heading.

These corner angles’ expressions can be simplified for a
square light, where W = L, as

θC
i =

⎧⎪⎪⎨
⎪⎪⎩

θL + π/4, i = 1
θL + 3π/4, i = 2
θL − π/4, i = 3
θL − 3π/4, i = 4.

(21)

For a tube-light, where W << L, we can further simplify
the expression to approximate the rectangular shape as a line
with two corners, as

θC
i =

{
θL, i = 1
θL + π, i = 2.

(22)

3) Angle Correction: During the image processing for
VLP, the light shape and corner information is already avail-
able, as shown in Fig. 11(b). The angle correction can be
applied by finding the estimated orientation of each corner
based on the smartphone’s compass and minimizing the dif-
ference between the estimated orientation and the real-world
orientation calculated in the previous step. We find the angle
between the positive y-axis of the smartphone and each corner,
denoted as Ci, add it to the smartphone compass reading, and
find the estimated orientation of each corner ϕC

i , as follows:

ϕC
i = θcompass + ∠Ci, i = a, b, c, d. (23)

Here, a, b, c, and d denote the subscripts for the corners of
the light’s projection in an image, as opposed to 1, 2, 3, and 4,
which denote the corners in the real world. However, the order
of correspondence between the image corners and real-world
corners is not known, but can be found by minimizing the
difference, shown as

i = k
∣∣∣ min

(
θC

k − ϕC
i

)
i = a, b, c, d, 1 ≤ k ≤ 4. (24)

Hence, we can find the correction offset to add to the
smartphone compass to correct the heading error as

θoffset = min
(
θC

k − ϕC
i

)
. (25)

The maximum tolerable compass error that can be corrected by
the proposed method depends on the number of possible ori-
entations of the smartphone that could lead to identical images
of the light. For instance, a square-shaped light could have an
identical projection when viewed from four different orienta-
tion angles of the smartphone with a difference of 90◦. Hence,
the maximum tolerable compass error for a square light is 45◦.
Similarly, for a rectangular-shaped light, with L > W, there

Fig. 12. Indoor navigation application architecture.

are only two possible orientations of the smartphone, with a
difference of 180◦, and hence, the maximum tolerable compass
error is 90◦. This correction capability is in good agreement
with the measured data of various smartphones in [54], which
reported an 80% compass error of < 45◦.

F. Software Integration

The complete indoor positioning function is realized in an
Android-based indoor navigation application, which shows the
real-time location of the user on a digital map. The application
architecture is shown in Fig. 12, which highlights the soft-
ware integration of various sensors, positioning engine, and
application front-end user interface. The data from the sen-
sors are collected through their respective APIs and used by
the positioning engine for absolute position and orientation
calculation. Meanwhile, the remote server API provides light-
ing configuration information to the positioning engine, which
includes lights’ GPS coordinates, dimensions, and installation
orientation. This configuration information is used for heading
estimation and relative position calculation by the distance to
longitude and latitude translation block, which provides the
location coordinates for the digital map to update the user’s
location cursor.

IV. EXPERIMENT AND EVALUATION

In this section, we first evaluate the performance of each
algorithm individually, starting with VLP, then combining VLP
and dead reckoning for step-length estimation, and followed
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Fig. 13. Square-shaped smart LED light mounted on an adjustable light pole.

(a) (b)

Fig. 14. VLP accuracy measurement. (a) Measurement setup. (b) CDF of
positioning error.

by the heading angle correction algorithm. Finally, we evalu-
ate the LiDR indoor navigation application to characterize the
positioning accuracy performance of the whole system.

The experiments were carried out in our laboratory with
an area of ∼ 450 m2. For testing and evaluation, we ran
our LiDR indoor navigation application on an Android smart-
phone (Huawei P30 Pro). For lighting hardware, LED light
panels mounted on a pole with adjustable height and embed-
ded with a VLC modulator were used as smart LED lights. The
smart LEDs consist of a power supply unit and a down-light
square panel with an area of 17.5 cm × 17.5 cm, as shown in
Fig. 13. The LED power supply comprises a standard 18-W
constant-current LED driver with an MCU-based VLC modu-
lator module integrated on a single PCB. The VLC modulator
for each LED is programmed to a unique ID to identify its
installation location with building and floor information, its
orientation, and its size in the cloud database.

A. Visible Light Positioning

The accuracy of VLP directly impacts the accuracy of the
PDR step size estimation and calibration. Therefore, it is the
most critical factor in determining the overall performance and
reliability of our proposed LiDR system. Fig. 14(b) shows the
measurement setup, consisting of a 1.5-m tall light pole with
a square LED light panel mounted at the top and a Cartesian
coordinates chart pasted on the floor with the LED’s cen-
ter positioned at the origin. For an average ceiling height of
2.7 m, an average-height pedestrian usually holds the smart-
phone at about 1.5-m distance from the ceiling. Therefore,

(a) (b)

Fig. 15. Step length estimation experiment. (a) VLP tracking results at three
different walking speeds. (b) Setup.

the height of the LED is set to be 1.5 m in the experiment.
During the recording of positioning data, the smartphone is
placed at points on the grids each 20 cm apart while tilting the
phone at various random tilt angles. The pitch and roll angles
are varied up to 30◦ and 20◦, respectively, which cover the
natural smartphone holding state of pedestrians while walking
during navigation. The magnitude of the positioning error at
each point is calculated by measuring the difference between
the ground truth and the measured position. The cumulative
density function (CDF) of the positioning error, shown in
Fig. 14(a), indicates that the mean positioning error is about
8 cm with maximum-recorded error of less than 20 cm.

B. Step-Length Estimation

To verify the accuracy of the step length estimation, we
conducted an experiment by placing the LED in a corridor of
about 9-m length at a height of 2.7 m from the floor, as shown
in Fig. 15(b). The pedestrian held the smartphone in hand
and walked under the light at three different speeds 50 times
to have his step length measured by the Android application
running the proposed algorithm. To provide a reference for
actual step size during the walk, we calculated the average step
length of the person based on the number of steps taken during
the 9-m distance. Fig. 15(a) shows the x − y Cartesian graph
of the measured positions of the pedestrian at three different
walking speeds in an area of 1.6 m × 1.6 m with the LED at
the origin. The graph shows that on average, an area of 80 cm
is covered by the high accuracy VLP estimate and can cover
less than two steps of the pedestrian during the walk.

The CDF of the step length estimation error for the afore-
mentioned experiment is shown in Fig. 16. The mean step
length error is 3.8 cm with a maximum-recorded error of less
than 9 cm. This leads to an inference that in order to keep the
average positioning error < 1 m, a VLC light must be deployed
every 26 steps, which leads to an average 15-m walking dis-
tance between each light, assuming an average pedestrian step
length of 60 cm.

C. Heading Angle Correction

The effect of tilt on the average estimated heading error is
shown in Fig. 17. When the smartphone is tilted, the square
shape of the light gets distorted and results in error in the
heading angle estimation. In the experiment, we measured
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Fig. 16. CDF of step size measurement error.

Fig. 17. Heading angle estimation error due to camera tilt.

the heading angle estimation error for various smartphone tilt
angles by varying the roll and pitch angles from 0◦ to 30◦ and
20◦, respectively. The average heading angle estimation error
is directly proportional to the amount of tilt, with maximum
recorded error being 5◦ for the maximum tilt.

Fig. 18 shows the heading angle estimation measurement
setup and the CDF plot of heading angle estimation error for
various degrees of tilt, with maximum roll and pitch being 20◦
and 30◦, respectively. The graph shows that the mean heading
angle estimation error is 2.5◦, with the 90th percentile error
being less than 5◦.

D. Computation Timing

While the output timing of the VLP algorithm is highly crit-
ical to the correct step length estimation, it is computationally
the most complex part of the algorithm as it involves image
processing and VLC ID decoding, which takes a relatively
larger number of computations to complete. Therefore, it is
imperative that the positioning result of the VLP algorithm

(a) (b)

Fig. 18. VLC heading angle estimation. (a) CDF of heading estimation
error. (b) Measurement setup.

Fig. 19. VLP algorithm computation time.

from one captured camera frame is available before the cam-
era captures the next frame. The frame capture rate of the
smartphone camera is 30 frames/s, which leads to an avail-
able interval of 33 ms for the image conversion, preprocessing,
VLC ID decoding, and position and angle calculation. In order
to verify the timing performance of the algorithm, we ran
the VLP computation algorithm for several instances while
the person holding the smartphone was standing under the
light and the positioning result was being consecutively out-
put. We then recorded the average frame processing time with
a moving average window of about 200 frames. The results are
shown in Fig. 19, indicating that the average frame processing
time is about 16 ms, which is about 50% of the available time
and hence, can safely meet the timing requirements for the
position output rate.

E. Indoor Navigation Performance

The overall performance of the LiDR indoor navigation
system is evaluated in our testing lab with a testing area of
15 m × 30 m. We choose three tracks with varying lengths
and light spacing to see the impact of light density on the
overall accuracy of the system. Fig. 20 shows the measure-
ment results of the three tracks with a total track length of
40, 120, and 150 m, with average light spacing of 5, 10, and
15 m, respectively. The results show that the shortest track,
shown in Fig. 20(a), can achieve a very high accuracy due to
the frequent calibration of the position, step size, and heading
angle using VLP landmarks and keep a mean position error
of less than 0.3 m. As the light spacing increases, the position
error also increases, with the 10-m light spacing in the track of
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(a) (b) (c)

Fig. 20. Measurement results of the proposed LiDR-based indoor navigation application. (a) Track length = 40 m (two loops), Avg. light spacing = 5 m, and
mean position error < 0.3 m. (b) Track length = 120 m (three loops), Avg. light spacing = 10 m, and mean position error < 0.5 m. (c) Track length = 150 m
(two loops), Avg. light spacing = 15 m, and mean position error < 0.7 m.

TABLE III
PERFORMANCE COMPARISON OF VLP-BASED PDR METHODS

Fig. 20(b) achieving a 0.5-m accuracy and the 15-m light spac-
ing in the track of Fig. 20(c) achieving an accuracy of < 0.7 m.
This indicates that in order to deploy a VLP and PDR-based
indoor navigation system, the quantity of VLP landmarks can
be determined based on the required positioning accuracy in
the target area. For comparison, a measurement is conducted
with PDR only using a fixed step size and starting point and
without VLC-based step length or heading correction along
the track, as shown in Fig. 20(c). It can be observed that due
to the erroneous heading and step size, the measurement drifts
quite far from the true path, validating the necessity of VLP.

The results are further compared with related works on
VLP-based PDR methods in Table III. For comparison, we
only choose works on smartphone-based implementations and
exclude [21] and [33] for being simulation-based and foot-
mounted sensor-based, respectively. The comparison reveals
that the proposed algorithm for using VLP to simultane-
ously calibrate position, step size, and heading angle can
significantly improve the accuracy while needing fewer VLP
landmarks, thereby reducing the requirement of VLP land-
mark density and providing more immunity to LOS blockage.
In addition, high accuracy on a relatively longer walking track
with a large number of turns further demonstrate the robustness
of the algorithm.

V. CONCLUSION

In this work, a VLC-assisted PDR-based indoor naviga-
tion system is presented. Our proposed system, LiDR, uses
a high-accuracy VLP location estimate to instantaneously cal-
ibrate PDR position and pedestrian step length as a user passes
under a VLC-embedded LED light. To further improve the
accuracy, we propose a method to use light shape and geom-
etry features for heading angle calibration at a relatively low
computational cost as compared to other sensor fusion-based
methods proposed in the literature. In addition, we reveal a
system architecture for implementing LiDR on a smartphone
application with a digital map-based frontend and a cloud-
based backend for the user and device parameter storage to
support a diverse range of devices and users. We evaluated
the real-time performance of the smartphone application in our
lab, and demonstrated that the proposed system can achieve
a precision of < 0.7 m with a light density of as low as one
light every 15 m.

Although the proposed method has demonstrated a very
high positioning accuracy, a few limitations could be addressed
to improve the robustness. First, the heading angle correction
algorithm does not work on circular lights as there are no
geometrical features to help with the orientation. To overcome
this limitation, the trajectory between two consecutive circular
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lights could be exploited to correct the heading. Second, the
proposed method does not consider the scenario that the phone
is inside a pocket. In such cases, even though high-accuracy
positioning may not be necessary since the user is not actively
looking at the phone, an auxiliary positioning technology, such
as Bluetooth or WiFi, could be used to estimate the location
with moderate accuracy. Therefore, in our future work, we plan
to integrate Bluetooth beacon-based location tracking for such
scenarios where VLC is not available for prolonged periods
of time.
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